
GRD Journal for Engineering | Volume 3 | Issue 5 | April 2018 

  ISSN: 2455-5703 

 
All rights reserved by www.grdjournals.com 24 

Classification of Melanoma Thickness from 

Dermoscopic Images using Mobile Devices 
 

Dr. B. Muthusenthil Ravishanker S 

Associate Professor Student 

Department of Computer Science & Engineering Department of Computer Science & Engineering 

Valliammai Engineering College, Tamil Nadu, India Valliammai Engineering College, Tamil Nadu, India 

  

Sivaraman V Srinath R. M 

Student Student 

Department of Computer Science & Engineering Department of Computer Science & Engineering 

Valliammai Engineering College, Tamil Nadu, India Valliammai Engineering College, Tamil Nadu, India 

  

   Abstract  

 

The survival of patients with melanoma is mainly dependent on the thickness of the melanoma. The depth of the melanoma is 

usually give in millimeters then calculated using pathological examination following a biopsy of the suspected lesion. To avoid 

invasive methods in the estimation of the thickness of the melanoma prior to surgery we propose a computational image analysis 

system from dermoscopic images. A recent interpretable method merging logistic regression along with artificial networks (LIPU) 

logistic regression using initial variables and product units, which are nominal classification methods, are compared in terms of 

performance. In case of binary classification LIPU performs with an accuracy of 77.6% compared to all other methods while in 

case of the second scheme the ordinal classification methods achieve a better balance between the performances of all classes even 

though LIPU reports the highest overall accuracy. 
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I. INTRODUCTION 

MELANOMA is a malignancy of melanocytes, the cells which produce the pigment melanin that colors the skin, hair and eyes. 

Melanoma that occurs on the skin, called cutaneous melanoma, is the most common type of melanoma. It is well accepted that 

only early detection can reduce mortality, since the prognosis of patients with melanoma depends on the thickness of the tumor at 

the time of surgical treatment. 

II. EFFECTS OF MELANOMA 

Melanoma is classified into 2 stages keeping in consideration the depth of the primary tumor and how far the cancer has spread 

from the initial point. 

The staging system of melanoma is fundamental in identifying the best treatment method for single cases and to predict the 

prognosis. Insitu melanomas have a good prognosis following surgery with adequate surgical margin. Invasive melanomas have 

bad prognosis. 

Breslow thickness indicates the depth of the melanoma calculated perpendicularly from the skin surface, especially form the 

stratum granulosum of the epidermis to the lower most level of melanoma (in mm) 

III. OUR SYSTEM DIAGNOSTICS 

We propose a computational image analysis system from dermoscopic images to prevent the use of an invasive method in the 

calculation of thickness of melanoma before surgery. The clinical findings that correlate particular characteristics present in 

dermoscopic images and tumor depth is the basis of the proposed feature extraction 

IV. LITERATURE SURVEY 

P. Guti´errez et al [1] proposes that Ordinal regression problems are those machine learning problems where the objective is to 

classify patterns using a categorical scale which shows a natural order between the labels. Many real-world applications present 

this labelling structure and that has increased the number of methods and algorithms developed over the last years in this field. 

Although ordinal regression can be faced using standard nominal classification techniques, there are several algorithms which can 
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specifically benefit from the ordering information. Therefore, this paper is aimed at reviewing the state of the art on these 

techniques and proposing taxonomy based on how the models are constructed to take the order into account  

Rahil Garnavi et al [2] proposes a novel computer-aided diagnosis system for melanoma. The novelty lies in the optimized 

selection and integration of features derived from textural, border based and geometrical properties of the melanoma lesion.  

Bing-Yu Sun et al [3] proposes we propose a novel regression method by extending the Kernel Discriminant Learning using a rank 

constraint. The proposed algorithm is very efficient since the computational complexity is significantly lower than other ordinal 

regression methods. We demonstrate experimentally that the proposed method is capable of preserving the rank of data classes in 

a projected data space.  

Aurora Sáez et al [4] presents different model-based methods of classification of global patterns in   dermoscopic   images 

are proposed. Global patterns identification is included in the pattern analysis framework, the melanoma diagnosis method most 

used among dermatologists. The modeling is performed in two senses. 

P. Cavalcanti and J. Scharcanski et al [5] proposes the classification of melanocytic skin lesions is a very difficult task, 

and usually computer-aided diagnosis systems or screening systems focus on reproducing medical criteria as the ABCD rule. 

However, the texture information can also contribute significantly for the lesion classification, since malignant cases tends to 

present texture patterns different from benign cases. In this chapter, we detail five representative sets of features that have been 

proposed in the literature for the representation of melanocytic lesions texture information, and then we analyze how these features 

distinguish between malignant and benign classes using two well-known classifiers. 

M. EmreCelebi et al [6] Dermoscopy improves melanoma recognition, but most criteria were described in the context of 

superficial spreading melanoma. The objective is to test whether pigmented nodular melanoma could be recognized 

dermoscopically by the presence of a combination of blue and black colour within the lesion. 

Dermoscopic images of histopathologically diagnosed pigmented nodular tumours with no (or only minimal) flat 

component were evaluated for the presence of standard melanoma criteria and for the presence of a new feature named blue-black 

(BB) colour. Sensitivity, specificity, positive predictive value and negative predictive value were calculated for standard criteria 

and BB feature in relation to the diagnosis of melanoma and to diagnosis of malignancy.  

S. Jeyalakshmi1 and R. Radha et al [7] proposes a diagnostic system using digital image processing would diagnose the 

deficiency symptoms much earlier than human eyes could recognize. This will enable the farmers to adopt appropriate remedial 

action in time. This paper focuses on the review of work using image processing techniques for diagnosing nutrient deficiency in 

plants 

Pablo G. Cavalcanti et al [8] proposes the texture information can also contribute significantly for the lesion classification, 

since malignant cases tends to present texture patterns different from benign cases. In this chapter, we detail five representative 

sets of features that have been proposed in the literature for the representation of melanocytic lesions texture information, and then 

we analyze how these features distinguish between malignant and benign classes using two well-known class. 

A. K. Kureshi et al [9] proposed that even after intensive training, and thus, impede the efficient monitoring of the disease. 

Hand radiograph analysis is difficult for radiologist as there are 14 number of hand joints. To avoid observer dependency, 

computer-aided analysis is required. Wrist joint space narrowing is a main radiographic outcome of rheumatoid arthritis (RA). Yet, 

automatic radiographic wrist joint space width (JSW) quantification with statistical properties for RA patients has not been widely 

investigated. The automated analysis of statistical properties helps to reduce need of skilled personnel.  

L.Li et al [10] proposes to assess the diagnostic accuracy of dermoscopy for the diagnosis of melanoma compared with 

naked eye examination by performing a meta-analysis exclusively on studies performed in a clinical setting. The selected studies 

compare diagnostic accuracy of dermoscopy with naked eye examination using a valid reference test on consecutive patients with 

a defined clinical presentation, performed in a clinical setting.  

Geert Litjens ThijsKooiBabak et al [11] proposes Deep learning algorithms, in particular convolutional networks, have 

rapidly become a methodology of choice for analyzing medical images. This paper reviews the major deep learning concepts 

pertinent to medical image analysisand summarizes over 300 contributions to the field, most of which appeared in the last year. 

We survey the use of deep learning for image classification, object detection, segmentation, registration, and other tasks. Concise 

Garcia et al [12] proposed a method for automatic bone boundary detection in hand radiographs by using an adaptive snake method, 

but it doesn’t work for those affected by RA. The level set method has advantages over the snake method. It however often leads 

to either a complete breakdown or a premature termination of the curve evolution process, resulting in unsatisfactory results. For 

those reasons, we propose a modified level set method for detecting bone boundaries in hand radiographs affected by RA. Texture 

analysis is also applied for distinguishing the hand bones and other areas. 



Classification of Melanoma Thickness from Dermoscopic Images using Mobile Devices 
(GRDJE/ Volume 3 / Issue 5 / 004) 

 

 All rights reserved by www.grdjournals.com 
 

26 

V. PROPOSED SYSTEM 

A. System Architecture 

 
Fig. 1: System Model 

B. System Working 

1) The user should take a photo of the region suspected of melanoma. 

2) The photo is to be uploaded to the application. 

3) The given image will be processed and their features will be extracted in order to compare it with the image in the database. 

4) The result will be shown implementing the presence and stage of melanoma in understandable notations 

C. UML Diagram Representation 

 
Fig. 2: Working Interaction Model 

D. Methodologies 

1) Module 1: Preprocessing 

The input is a RGB color image, since we need to extract gray level features we need to convert the image to gray. This process 

converts the RGB color image to gray by using the formula given below, 

Gray = 0.2989*R + 0.5870*G + 0.1140*B 

Where, R is the red intensity channel, G is the green intensity channel and B is the blue intensity channel. 
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2) Module 2: Segmentation 

The next step after preprocessing is to segment the region of interest. This is done by converting the image to binary. Since the 

intensity of the cancer area will be less compared to the intensity of the skin colour. Hence a very low threshold value can be used 

to find the correct mask for the segmentation of the region of interest. 

3) Module 3: Feature Extraction 

After extracting the region of interest we need to extract the features to classify the stages. Since each stages of cancer will have 

variations in features. We find different features and combine them in to a single vector. 

We find different feature extraction methods and these methods are as follows, 

a) Shape features, 

b) Color features, 

c) Pigment network features, 

d) Texture features. 

4) Module 4: Classification 

Our main aim is to classify the various stages of skin cancer. We use two different classification methods. First one is binary 

classification method where we find the two stages in skin cancer. They are thin and thick stages. In the second classification 

method we find the three stages of cancer they are thin, intermediate and thick stages. The two classification methods are as follows, 

1) Logistic regression using Initial Variables and Product Units (LIPU) 

2) Ordinal classification 

VI. MODULE FLOW 

 
Fig. 3: Model Flow Diagram 
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Segmentation
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Final result
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VII. EXPERIMENTAL RESULTS 

Capturing the Image 

  
First the image is captured from mobile device 

Input Image                                                                   Corresponding Grey Image 

      
The input image is then converted into corresponding grey scale image for further processing 

             Input                                                    Mapping Lesion of Lesion 

      
The output image is then processed to grey scale conversion and mapping of the lesion area to differentiate the stage. 

 
The mapped lesion .bmp images are then run through the database to match with the suitable stage predefined in the database 
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Image comparison with the database. 

 

VIII. RESULTANT OUTPUT 

Finally the output is produced through an .exe format as a dialog box 

 
Fig. 5: Statistical Report of Gender Analysis – Melanoma 

The above graph represents the variation of lesions in both genders, male and female. 

IX. CONCLUSION 

The main advantage of LIPU method is that is an interpretable model, which also provides probabilistic classes assignment and 

performs feature selection during the learning phase. In this sense, a study of how the features contribute to the classification model 

is presented. All features were present in the 10 models, either in the linear part or interacting with others in the basic functions 

(non-linear part of the model). However, some of them present a greater relevance because they are included individually in the 

majority of the models. This is the case of features related to black and blue colors, pigment network, homogeneity and some 

texture features extracted from three approaches proposed. In spite of some authors findings which indicate that shape features, 

red color associated to vascular pattern and white color associated to white scar-like areas can be relevant, in our system, these 

features do not have an individual influence in the linear part, although they do interact with others on the basis functions. 
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